1 Tensor analysis

Rotation (active view)- coordinate axes are fixed and the physical system is undergoing a rotation. Let x/, x; be the
components of new and old vectors. Then we have

1 § :
Ty = Rabxb
b

where R, are elements of matrix which represents rotation. For example, the matrix for the rotation about z—axis
is of the form,

cosf) —sinf 0
R = sin 0 cos 0
0 0 1

Note that the relation between z/, and z; is linear and homogeneous.
Important properties of transformation:

1. R is an orthogonal matrix,

RRT = RTR = ]-7 or RabRac - 5bca RabRcb = 5(10 (1)

This property will ensure that the combination 52 = T4%, is invariant under rotations,
22! = RaeRapTey = TpTy
This can be generalized to the case of 2 arbitrary vectors, Z, E with transformation property,
Al = Rup Ay, B! = R.qBq
Then Z . E = A, B, is invariant under rotation and is usually called scalar product.

2. Gradient operators are related by
0 0 Oz,

oz, Oz, 0z,

From z, = (R™'), !, we get then

ba
gy O
ox!, €@ Jx.
Thus gradient operator transforms by (R’l)T . However, for rotations, R is orthogonal, (R’l)T =R,
0 _p 0
ox, 0z,
) 0
i.e. tranforms the same way as x,.
0x,

1.1 Tensors

Suppose we have two vectors, i.e. they have the transformation properties,
Aa - A:; = RabAba B, — Bé = ReqBq
then the product transform as
A! B! = RuyRea Ay By

We define the second rank tensors as those objects which have the same transformation properties as the product of

2 vectors, i. e.,
Tac - T(;c - (RabRcd) de

Definition of n—th rank tensors (Cartesian tensors)
We can extend the definition of higher rank tensors by the transformation properties of products of many vectors,

Tivige. = Tyig.in, = (Rivgs) (Rigja) -+ (Rinj) Tjrjooeogn
Note again that these transformations are linear and homogeneous which implies that
Zf lejz“'jn = 0, fO’I” all ]m

then they all zero in other coordinate system.
Tensor operations




. Mulplication by constants

. Addition of tensors of same rank

Ty +T2)i 5,0, = T0)iiy i+ (T2)504, a0

This is because both tensors are multiplied by the same set of matrix elements of the rotation matrix,
Thivia.. = Thiyig.i, = (Rivjy) (Rigga) -+ (Rijn) Tijujaeen

Doiyig.. = Taipiy.iy = (Rivjy) (Ringa) -+ (Ri ) Tajujaeeiin
Adding these 2 equations, we get

Tivigin + Toiviy in = (Rivjy) (Riggy) - (Rigi) (Tijrgoeeojn + T2jrjo-jn)

From these we see that adding tensors of different rank the rotation matrice will not factoriz to form a new
tensor.

. Multiplication of 2 tensors
(ST) i = Si1i2~

i192...4nj1J2" " Im

cinLjrjajm

This follows from the fact the tensors are like products of vectors and product of tensors mimic products of
more vectors.

. Contraction
Savelye — 3rd rank tensor

This operation corresponds to making 2 of the tensor indices the same and sum ove. This is identical to taking
the scalar product of two vectors. More specifically,if

: = Raa’ Rbb’ Rcc’ Sa/b’c’ 5 Tglie = Rdd’ Ree’Td’e’

abe

then
: e = Rad’ Ree’Raa’Rbb’Rcc’ Sa’b’c’ Td’e’ = Ree’ Rbb’ Rcc’ Sd’b’c’Td’e’

abct ae

where we have used the orthogonality relation, R,y Rqq' = da7q/- So this is a 3rd rank tensor.

. Symmetrization
if T,p 2nd rank tensor = Tuy =Ty, are also 2nd rank tensors

To see this we write
!/
ab — Raa’Rbb’Ta’b’7

Change the indices
Tl;a = Rbb’ Raa’Tb’a’

From these we get
ab T Tpo = Raar Rovr (Taryr + Trar), b — Tpa = Raar Ropy (T — Thrar),
This simply means that the permutation of tensor indices commutes with the rotation.
. Special numerical tensors
RRT =1, = RijRyj =06, or  RiRudj =i
This means that d;; can be treated as 2nk rank tensor. Similarly,
(det R) eqpe = €ijiRaiRpj Rek

€abe @ 3rd rank tensor. The factor (det R) will distinguish proper ratations from improper rotations. For
example the combination

EabcTbPe

transform as a vector under proper rotation.



Useful identities for 4.
Eijk Eijl = 20k, €ijk €ilm = 0510km — OjmOkl

More general notation for tensor transformation (Jackson),

oz’
!
Ty = RapTyp, = Ry = 8;
b
Then we can wrtie ,
;O
@ 83’:1,



